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complejos de la contemporaneidad.
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parenciay la rendicion de cuentas. En un tiempo en el que la innovacion tecnolo-
gica avanza a mayor velocidad que la capacidad normativa de los Estados, esta
obra representa un instrumento valioso para repensar las bases del Derecho en
clave prospectiva, sin renunciar a los principios fundamentales que sustentan la
justicia, la igualdad y la proteccion de la persona humana en la sociedad digital.

Destaca en este contexto la actuacion académica del Dr. Jorge Isaac Torres
Manrique, responsable de la organizacion de la obra y autor de contribuciones
significativas a su contenido, y Presidente de la Escuela Interdisciplinar de De-
rechos Fundamentales Praeeminentia lustitia. La referida institucion se ha con-
solidado como un espacio de formulacion y difusion cientifica comprometido
con la promocion de una teoria critica de los derechos fundamentales, capaz de
dialogar con los dilemas contemporaneos de la sociedad digital”.
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La obra Inteligencia Artificial: Omnipresencia, Nuevas Tendencias e Inter-
disciplinariedad se inserta en el campo de las investigaciones juridicas e
interdisciplinares orientadas a la comprensién de los impactos normati-
vos, institucionales y sociales de las tecnologias emergentes, con especial
atencion a la inteligencia artificial (IA). En un contexto en el que los sis-
temas algoritmicos asumen funciones cada vez mds complejas en sectores
de la vida publica y privada, se impone a la ciencia del Derecho el desafio
de construir nuevos marcos conceptuales y regulatorios que garanticen la
continuidad de los principios estructurantes del Estado Democritico de
Derecho, en particular en lo que respecta a la proteccién de los derechos
fundamentales, la responsabilidad civil y la seguridad juridica. La presente
publicacién se propone contribuir a este esfuerzo, articulando analisis nor-
mativo, fundamentacion constitucional y reflexion critica sobre la IA en
sus multiples dimensiones.

Destaca en este contexto la actuacién académica del Dr. Jorge Isaac Torres
Manrique, responsable de la organizacién de la obra y autor de contribu-
ciones significativas a su contenido. Con una trayectoria consolidada en

15
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el estudio de los derechos fundamentales en perspectiva comparada y en
el andlisis de las interacciones entre Derecho y tecnologia, el Dr. Torres
Manrique es Doctor en Derecho y Administracién por la Universidad Na-
cional Federico Villarreal (Perd), Decano de la Facultad de Derecho de la
University of Wisdom (Nigeria) y Presidente del Instituto Interdisciplinario
de Derechos Fundamentales Praceminentia lustitia. Bajo su presidencia, di-
cho Instituto se ha consolidado como un espacio de formulacién y difusiéon
cientifica comprometido con la promocién de una teoria critica de los de-
rechos fundamentales, capaz de dialogar con los dilemas contemporaneos
de la sociedad digital. La presente obra representa una de las expresiones
de este proyecto institucional, reuniendo estudios que trascienden fronte-
ras disciplinarias y nacionales, y que buscan contribuir al disefio de una re-
gulacién juridica orientada por la justicia, la responsabilidad y la dignidad
humana.

El contenido del libro esta estructurado en capitulos tematicamente inter-
conectados, que abordan desde los fundamentos teéricos de la IA aplicada
al Derecho hasta experiencias concretas de su implementacién en sistemas
judiciales, ambientales y administrativos, en diversas jurisdicciones y con-
textos institucionales. La obra parte del reconocimiento de que la IA no
puede ser tratada como un mero fenémeno técnico, sino como una realidad
transversal que incide en la arquitectura normativa, en los procesos deci-
sionales y en los mecanismos de garantia de derechos fundamentales. El
capitulo propone la constitucién del Derecho de los Robots como un ramo
juridico emergente, en respuesta a la creciente presencia de agentes artifi-
ciales auténomos que intervienen en relaciones juridicas complejas. Esta
propuesta se justifica en la necesidad de superar los marcos normativos
tradicionales, que resultan insuficientes para regular situaciones en las que
la autonomia operativa de los sistemas inteligentes plantea interrogantes
sobre responsabilidad, imputabilidad, y limites de la intervencién humana.
Los capitulos siguientes profundizan en la utilizacién de la IA en juzgados
hibridos y promiscuos, analizando los desafios que plantea la automatiza-
cién de decisiones judiciales, especialmente en lo que respecta a la tutela
judicial efectiva, la independencia judicial y el principio de motivacién de
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las sentencias. Asimismo, se examinan los limites ético-juridicos de los
sistemas predictivos, los sesgos algoritmicos y la necesidad de preservar la
transparencia y explicabilidad en los procesos informatizados.

El anilisis se expande hacia la dimensién internacional, con la incorpora-
cién de estudios sobre marcos regulatorios comparados y los esfuerzos de
armonizacién legislativa en curso, especialmente en el ambito europeo, con
destaque para la Resolucién del Parlamento Europeo de 2017 sobre nor-
mas de Derecho Civil sobre robética. También se abordan las transforma-
ciones en los sistemas de proteccién de derechos, que exigen el disefio de
nuevas garantias procesales y mecanismos de fiscalizacién tecnolégica que
aseguren la primacia de la dignidad humana frente a la 16gica de automa-
tizacién. En su conjunto, estos capitulos no solo describen el estado actual
de la interaccién entre IA y Derecho, sino que formulan propuestas nor-
mativas, institucionales y metodoldgicas dirigidas a orientar la integracion
de tecnologias emergentes dentro de un marco juridico comprometido con
la justicia, la equidad y la sostenibilidad.

En cambio, uno de los capitulos de la obra es el titulado Hacia una Res-
ponsabilidad Civil Efectiva en la Era Algoritmica: Derechos Fundamentales y
la Regulacion de la Inteligencia Artificial en los PL 2338/2023 y PL 4/2025,
que examina los proyectos de ley brasilefios orientados a la regulacién de
la TA desde la perspectiva de la responsabilidad civil y de la proteccién de
los derechos fundamentales. El texto ofrece un anilisis detallado de las
disposiciones normativas contenidas en los PL 2338/2023 y PL 4/2025,
destacando los avances y limitaciones de las propuestas legislativas en lo
que respecta a la atribucién de responsabilidad a los agentes involucrados
en el desarrollo, operacién y supervisiéon de sistemas algoritmicos. El capi-
tulo sefiala la necesidad de un modelo normativo que asegure mecanismos
de reparacién integral de dafios, establezca salvaguardias contra la discri-
minacién automatizada y fije deberes positivos de prevencién a cargo de
los desarrolladores y operadores de IA.

Inteligencia Artificial: Omnipresencia, Nuevas Tendencias e Interdisci-
plinariedad constituye, por tanto, una contribucién significativa al pensa-

17



18

INTELIGENCIA ARTIFICIAL OMNIPRESENCIA, NUEVAS TENDENCIAS E INTERDISCIPLINARIEDAD
JORGE ISAAC TORRES MANRIQUE | DIRECTOR

miento juridico e institucional en uno de los momentos mas complejos
de la contemporaneidad. La obra se presenta como lectura fundamental
para juristas, legisladores, ingenieros, gestores publicos e investigadores
que buscan comprender criticamente las transformaciones provocadas por
la IA y contribuir a la construccién de un orden normativo compatible con
los valores democraticos y los derechos fundamentales. Su enfoque plural y
metédico ofrece herramientas para el analisis de las nuevas formas de regu-
lacién algoritmica, la tutela de los derechos ante decisiones automatizadas,
y el disefio de politicas publicas tecnolégicamente integradas pero juridi-
camente responsables. Asimismo, abre espacio para el debate sobre el papel
del conocimiento interdisciplinario en la consolidacién de una ética digital
orientada a la equidad, la transparencia y la rendicién de cuentas. En un
tiempo en el que la innovacién tecnoldgica avanza a mayor velocidad que
la capacidad normativa de los Estados, esta obra representa un instrumen-
to valioso para repensar las bases del Derecho en clave prospectiva, sin re-
nunciar a los principios fundamentales que sustentan la justicia, la igualdad
y la proteccién de la persona humana en la sociedad digital.

Barbacena, Minas Gerais, a 30 de agosto de 2025
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LA DIRECCION CIENTIFICA

La inteligencia artificial (IA) ha dejado de ser una tecnologia de ciencia
ficcién para convertirse en una fuerza omnipresente que moldea nuestra
realidad. Su influencia se extiende a todos los aspectos de la vida moderna,
desde los algoritmos que nos recomiendan productos en linea hasta los sis-
temas que diagnostican enfermedades. Este texto explorard la omnipresen-
cia de la IA, las nuevas tendencias que estin emergiendo y la importancia
crucial de la interdisciplinariedad para su desarrollo responsable y ético.

La IA ya no se limita a los laboratorios de investigacion; se ha infiltrado
en casi todos los aspectos de nuestra vida diaria. En el dmbito personal,
utilizamos asistentes virtuales como Siri o Alexa, aplicaciones de reconoci-
miento facial para desbloquear nuestros teléfonos y sistemas de recomen-
dacién para elegir peliculas o musica. En el dmbito profesional, la IA se
utiliza para automatizar tareas, analizar datos, mejorar la eficiencia y tomar
decisiones. En el dmbito publico, la IA se aplica en la seguridad, el trans-
porte, la gestién de recursos y la prestacién de servicios publicos.

La omnipresencia de la IA plantea desafios significativos. La dependencia
creciente de sistemas de IA puede generar vulnerabilidades, como la de-
pendencia de algoritmos para la toma de decisiones criticas, la posibilidad
de sesgos algoritmicos que perpetian desigualdades y la falta de transpa-
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rencia en los procesos de toma de decisiones automatizados. La privacidad
de los datos también es una preocupacién importante, ya que muchos sis-
temas de IA requieren el acceso a grandes cantidades de datos personales.
La seguridad de los sistemas de IA es crucial, ya que los sistemas malicio-
sos pueden ser utilizados para fines dafiinos.

Mis alld de la omnipresencia actual, la TA estd experimentando una ré-
pida evolucién, con nuevas tendencias que estin redefiniendo el panora-
ma tecnoldgico. Una tendencia clave es el auge de la IA explicable (XAI),
que busca hacer transparentes los procesos de toma de decisiones de los
sistemas de IA. Esto es fundamental para construir confianza, identificar
sesgos e impulsar la responsabilidad. La XAl requiere la colaboracién de
informiticos, filésofos, expertos en derecho y cientificos sociales para de-
finir métricas de explicabilidad y desarrollar métodos para interpretar los
resultados de los modelos de IA.

Otra tendencia importante es el desarrollo de la IA federada, que permite
entrenar modelos de IA en conjuntos de datos distribuidos sin compartir
los datos directamente. Esto aborda las preocupaciones de privacidad y
seguridad, permitiendo la colaboracién en el desarrollo de modelos de IA
sin comprometer la confidencialidad de la informacién. La IA federada
requiere la colaboracién de expertos en seguridad informatica, criptogratia
y privacidad de datos, ademads de los especialistas en IA.

La IA generativa, capaz de crear nuevos contenidos como texto, imédgenes,
musica y c6digo, también estd transformando diversos sectores. Su poten-
cial es enorme, pero también plantea desafios éticos, como la posibilidad
de generar informacién errénea o manipular la opinién publica. La inter-
disciplinariedad es esencial para desarrollar directrices éticas y regulaciones
para el uso responsable de la IA generativa.

La omnipresencia de la IA y la aparicién de nuevas tendencias complejas
exigen un enfoque interdisciplinario para su desarrollo y aplicacién. La in-
formatica proporciona las herramientas y técnicas para construir modelos
de IA, pero la ética, el derecho, la sociologia, la economia y las humanida-
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des son cruciales para abordar las implicaciones sociales, éticas y legales de
estas tecnologias.

La colaboracién interdisciplinaria es esencial para desarrollar politicas y
regulaciones que garanticen el uso responsable y ético de la IA. Expertos
en ética, derecho, economia y ciencias sociales deben trabajar junto con
ingenieros informaticos y cientificos de datos para abordar temas como la
privacidad de datos, la seguridad de los sistemas de IA, la mitigacién de
sesgos algoritmicos y la responsabilidad por las decisiones tomadas por
sistemas de IA.

El futuro de la IA depende de nuestra capacidad para fomentar la co-
laboracién interdisciplinaria. La educacién juega un papel fundamental
en la formacién de profesionales capaces de comprender y aplicar la IA
de manera responsable. La investigacion interdisciplinaria es crucial para
abordar los desafios complejos que plantea la IA, promoviendo la colabora-
cién entre investigadores de diferentes campos para desarrollar soluciones
innovadoras y éticas. Solo a través de un enfoque multifacético y colabo-
rativo podemos aprovechar el potencial transformador de la IA mientras
mitigamos sus riesgos y garantizamos su uso responsable en beneficio de
la humanidad.

En la presente obra, plasmamos y desarrollamos el panorama actual que atra-
viesan las sociedades del orbe. Esto es, el protagonismo de la inteligencia
artificial, a la luz de las nuevas tendencias y desde una 6ptica interdisciplinar.

Agradecemos de sobremanera y quedamos muy honrados, por la muy va-
liosa participacion del reconocido jurista y amigo brasiliano, Dr. Deilton
Ribeiro Brasil, por haber elaborado el prélogo, de manera tan magnifica.

Nuestro indeleble agradecimiento ala prestigiosa firma J.M. Bosch Editor, por
la confianza, pues, sin la misma la presente obra no hubiera podido ver la luz.

Finalmente, esperamos que esta entrega tenga la importante acogida, que
tuvieron nuestros anteriores proyectos.
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1. CUESTIONES PRELIMINARES

E117 de abril de 2024, durante una sesién plenaria, la Comisién de Juristas,
presidida por el Ministro Luis Felipe Salomao, presenté el anteproyecto
de ley para revisar y actualizar la Ley N.© 10. 406 del 10 de enero de 2002
(Cédigo Civil) al Presidente del Senado Federal, Rodrigo Pacheco, para
su conversién en un Proyecto de Ley tras las discusiones en la Cdmara de

Diputados del Congreso Nacional.

El anteproyecto introduce diversas innovaciones en sus distintas secciones,
y es evidente que las relaciones juridicas digitales ya forman parte de la vida
cotidiana de los brasilefios, lo que ha hecho urgente delinear el Derecho
Civil Digital como un Libro independiente dentro del Cédigo Civil, que
incluya la Inteligencia Artificial (IA), en respuesta al cambio tecnolégico en
el Derecho, a fin de abarcar numerosas interacciones que involucran tanto
institutos tradicionales como nuevos, relaciones y situaciones juridicas en
este entorno digital (Informe Final de la Comisién de Juristas, 2024). Por
tanto, esta investigacion se enfocard especificamente en las actualizaciones
propuestas relativas a la IA, que se encuentran en el Capitulo 7 del Libro
Sexto, titulado “Normas aplicables al Derecho Civil Digital”.

El anteproyecto resalta una regulacién amplia sobre la IA, con el objetivo
de asegurar que su desarrollo y uso estén alineados con la proteccién de los
derechos fundamentales y los derechos de la personalidad tanto de perso-
nas fisicas como juridicas. Asimismo, el proyecto enfatiza que el desarrollo
de sistemas de IA debe adherirse a principios destinados a garantizar la
seguridad, la confiabilidad y beneficios compartidos, tanto para los indi-
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viduos como para el progreso cientifico y tecnoldgico en general. Ademis,
pone el foco en la importancia de las consideraciones éticas, reconociendo
el potencial de la IA para impactar los valores sociales y la necesidad de re-
gulaciones que apoyen la innovacién sin comprometer la dignidad humana.

Para alcanzar estos objetivos, el anteproyecto establece varios requisitos
clave, promoviendo la excelencia y la confianza, tales como: la no discri-
minacién, particularmente en el uso de datos y en los procesos de toma de
decisiones automatizadas, con el fin de prevenir sesgos y garantizar la equi-
dad; la transparencia y la auditabilidad, fundamentales para permitir que
los procesos basados en IA puedan ser examinados y comprendidos por las
partes interesadas; la explicabilidad y la trazabilidad, esenciales para que las
decisiones de los sistemas automatizados sean claras, comprensibles y su-
jetas a mecanismos de rendicién de cuentas; y la supervisién y gobernanza
humanas, que garanticen que la intervencién humana siga siendo un pilar
central de las operaciones de la IA.

También aborda la responsabilidad civil, reforzando el principio de repara-
cién integral por los dafios ocasionados por los sistemas de IA, garantizan-
do asi que las personas o entidades afectadas por dichos sistemas sean ade-
cuadamente indemnizadas, conforme al articulo —item IV: “la atribucién
de responsabilidad civil, basada en el principio de reparacién integral del
dafio, a una persona fisica o juridica’. En el siguiente articulo se establece
lo siguiente:

Las personas fisicas que interactien, mediante interfaces, con
sistemas de inteligencia artificial, estén o no integrados en
equipos, o que sufran dafios derivados del funcionamiento de
dichos sistemas o equipos, tienen derecho a ser informadas
sobre sus interacciones con tales sistemas, asi como sobre el
modelo operativo general y los criterios de toma de decisio-
nes automatizadas, cuando estos influyan directamente en su
acceso o ejercicio de derechos, o afecten significativamente
sus intereses econémicos.
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Sin duda, se proponen mecanismos para evaluar y mitigar los riesgos aso-
ciados con la IA, promoviendo un enfoque proactivo en la gestién de los
posibles efectos adversos de estas tecnologias. El derecho a la transparencia
es fundamental, asegurando que las personas fisicas estén plenamente in-
formadas sobre sus interacciones con los sistemas de IA, especialmente en
lo que respecta a los mecanismos y criterios que sustentan las decisiones
automatizadas. Esta transparencia no constituye simplemente una forma-
lidad legal, sino una salvaguarda esencial frente a posibles abusos y errores
que podrian afectar gravemente los derechos y el bienestar econémico de
los individuos.

La cuestién central abordada en esta investigacion es la necesidad de equi-
librar el avance tecnoldgico con la proteccién de los derechos fundamenta-
les. La hipétesis de investigacién sostiene que una regulacién comprensiva
y detallada de la IA es fundamental para salvaguardar efectivamente estos
derechos, garantizando su aplicacién ética y responsable. Para explorar esta
hipétesis, la investigacién adopta el método hipotético-deductivo, operan-
do bajo la premisa de que la regulacion es esencial no solo para prevenir los
riesgos significativos asociados con la IA, sino también para maximizar sus
beneficios potenciales para la sociedad.

El enfoque metodolégico incluye un andlisis juridico detallado de las dispo-
siciones propuestas en el anteproyecto. Este anilisis se centra en las impli-
caciones de las regulaciones sugeridas, particularmente en cémo pretenden
garantizar el derecho a la informacién en las interacciones con sistemas
automatizados, y en cémo abordan la responsabilidad civil por los dafios
ocasionados por la TA.

Los resultados obtenidos indican que el anteproyecto se esfuerza por esta-
blecer un marco regulatorio sélido. Este marco incluye requisitos especifi-
cos para el desarrollo y uso de la IA, como obligaciones de transparencia, el
derecho ala supervisién humana y mecanismos para garantizar la rendicién
de cuentas. Ademds, destaca la importancia de la concienciacién puiblica y
la educacién sobre las tecnologias de IA, promoviendo el consentimiento
informado y fomentando la confianza publica en los sistemas de IA.
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2. EL NECESARIO DIALOGO CON LOS
DERECHOS FUNDAMENTALES

La primera revolucion industrial tuvo lugar a mediados del siglo XVIII y se
caracterizé por el uso del vapor como fuente de energia. La segunda revo-
lucién, entre finales del siglo XIX y comienzos del XX, estuvo marcada por
la electricidad y el motor de combustién interna. La tercera revolucion se
desarroll6 en las dltimas décadas del siglo XX y culminé con la sustitucién
de la tecnologia analégica por la digital. Conocida como la Revolucién
Tecnolégica o Digital, permitié la adopcién generalizada de computadoras
personales y teléfonos inteligentes, y estd simbolizada por Internet, que co-
necta a miles de millones de personas en todo el mundo (Barroso, 2019, p.
1262). La cuarta revolucién industrial estd impulsada por la combinacién
de IA, Biotecnologia y el uso ampliado de Internet, creando un ecosistema
interconectado que incluye personas, objetos e incluso mascotas, formando
una Internet de las Cosas y de los Sentidos (Barroso & Mello, 2024, p. 19).

Los precedentes histéricos ilustran que todo avance tecnoldgico signifi-
cativo posee una capacidad dual de beneficiar y perjudicar a la sociedad.
La actual revolucién de la informacién, ejemplificada por el desarrollo y
despliegue de sistemas de IA, refleja esta dualidad. Las capacidades de la
IA para procesar y analizar vastos conjuntos de datos pueden contribuir
significativamente a resolver numerosos problemas globales en diversos
ambitos. Sin embargo, estas mismas tecnologias también conllevan riesgos
sustanciales, particularmente para poblaciones vulnerables. Una preocupa-
cién central en torno a la proliferacién acelerada de sistemas de IA es su
impacto perjudicial sobre varios derechos fundamentales.

En este contexto, el modelo de negocio de las plataformas que dependen
de laIA se basa en recolectar la mayor cantidad posible de datos personales
de los individuos, transformando la privacidad en una mercancia (Moro-
zov, 2018, p. 36). A partir de estos datos, complejos algoritmos y multiples
capas neuronales establecen correlaciones profundas, permitiendo el ac-
ceso a datos genéticos, sistemas psicoldgicos, vulnerabilidades, asi como a
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comportamientos de consumo, politicos, financieros, sexuales y religiosos

(Hug, 2020).

Existen al menos tres aspectos que requieren atencién en relacién con la
cuestion de la privacidad. El primero es la recoleccién de datos de los usua-
rios de Internet sin su consentimiento por parte de plataformas digitales y
sitios web. Dicha informacién se utiliza para ventas comerciales, publicidad
dirigida o incluso para manipular la voluntad de los usuarios. Un segundo
aspecto se refiere a la vigilancia y seguimiento por parte del gobierno y las
autoridades de seguridad publica mediante tecnologias de reconocimiento
facial y herramientas de localizacién (Barroso & Mello, 2024, pp. 34-35).
Finalmente, un tercer punto es que los sistemas de IA requieren la reco-
pilacién de grandes volimenes de datos para entrenar sus modelos, lo que
genera riesgos de filtraciones de datos y ciberataques por parte de actores
maliciosos, como actividades de spear phishing (Munoz Vela, 2022, p. 64) y
doxxing (Prado, 2023, p. 162). Estas pricticas suelen alimentar el acoso, la
violencia politica, la desinformacién y la difusién maliciosa de datos (Ba-

rroso & Mello, 2024, p. 35).

La variedad y magnitud de los dafios a la privacidad informacional que
pueden surgir de la IA eliminan la posibilidad de un unico “derecho a la
privacidad” en ese contexto. En lugar de concebirse como un dnico derecho,
la privacidad debe entenderse como un conjunto de facultades vinculadas
P ]
por la preocupacién comin de mantener un flujo adecuado de datos. En
este contexto, sin embargo, la privacidad no debe reducirse a una medida
de control individualizado; este tltimo es solo un componente de un reper-
; p P

torio mds amplio de respuestas adecuadas (Hugq, 2020, p. 38).

Segin Huq (2020, p. 43), una arquitectura reparadora bien calibrada para
el Estado impulsado por la TA requiere dos elementos. En primer lugar,
reglas ex ante que obliguen a la divulgacién y generen transparencia; y
por otro lado, la imposicién de mandatos que promuevan la precision,
privacidad e igualdad. En segundo lugar, debe prever la disponibilidad de

recursos procesales agregados —mads que individuales— tras la ocurrencia

del dafio.
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Por ello, es importante destacar que la nocién de dignidad —que puede
constituir el nicleo indiscutible de un principio operativo y generalizable
del derecho a la dignidad humana, mas alld de las naturales y persistentes
divergencias sobre distintas concepciones de lo bueno, lo justo o la buena
vida— se traduce, para cada individuo como sujeto, en un margen de au-
tonomia, libertad personal y bienestar que el poder estatal debe respetar,
proteger y promover (Novais, 2017, p. 51).

En este sentido, la dignidad humana también sirve como criterio para es-
tablecer los estindares minimos que deben garantizarse en las diversas di-
mensiones donde los derechos fundamentales ejercen su fuerza normativa
en el Estado de Derecho. Este nivel de garantia minima exigido por la
dignidad de la persona puede entenderse tanto como configurador de un
nucleo de proteccién dentro de cada uno de los diferentes derechos fun-
damentales enumerados en la Constitucién Federal de 1988, como por su
relevancia auténoma en derechos de dignidad especificos y diferenciados
(Novais, 2018, p. 190). La principal preocupacién entre los defensores de
los derechos fundamentales y la comunidad cientifica es la posible viola-
cién al derecho a la informacién derivada del uso de tecnologias de IA.

Se establece que toda persona que interactde con sistemas de IA, ya sea
directamente a través de interfaces o indirectamente como consecuencia
de decisiones automatizadas, debe tener derecho a ser informada sobre
dichas interacciones. Esto incluye detalles sobre el funcionamiento gene-
ral de los sistemas y los criterios que guian las decisiones automatizadas,
especialmente cuando afectan directamente el acceso a derechos o impac-
tan significativamente los intereses econémicos. Segin Sarmento (2016, p.
141), ello abarca el derecho de la persona a tomar decisiones por cualquier
motivo: juicios morales, cdlculos instrumentales, sentimientos, deseos o in-
cluso idiosincrasias incomprensibles para terceros.

Asi, la creacién de imédgenes mediante IA es otro aspecto importante abor-
dado en el anteproyecto. El uso de la IA para crear imagenes de personas,
vivas o fallecidas, estd permitido, siempre que se observen estrictamente
ciertas condiciones. Es esencial obtener el consentimiento previo y explici-
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to de la persona representada o, en caso de fallecimiento, de sus herederos
legales o representantes.

Asimismo, debe respetarse la dignidad, la reputacién y el legado de la per-
sona representada, evitando usos que puedan considerarse difamatorios,
irrespetuosos o contrarios a los valores o creencias expresadas por dicha
persona en vida. Para fines comerciales, se requiere autorizacion expresa del
cényuge, herederos o representantes legales, o disposicién testamentaria.

La creacién de estas imagenes también estd sujeta a la legislacion sobre de-
rechos de autor, correspondiendo a los herederos o representantes legales
los derechos sobre tales creaciones. Un detalle relevante es el requisito de
informar clara, explicita y correctamente que la imagen fue creada por IA.
Estas disposiciones se aplican igualmente a los avatares y otros mecanis-
mos de representacién digital de personas juridicas.

La interaccién entre la IA y los Derechos Fundamentales, particularmente
el derecho a la informacion, es una cuestion sensible en el desarrollo de re-
gulaciones contemporaneas. La IA, con su vasto potencial para transformar
sectores enteros de la sociedad, plantea desafios unicos para la proteccién
de los derechos fundamentales, exigiendo un equilibrio cuidadoso entre
innovacién tecnolégica y salvaguardas juridicas.

El derecho a la informacién es uno de los pilares esenciales para garantizar
que los avances en IA no comprometan la dignidad, la libertad y la igual-
dad de las personas. En un contexto donde los sistemas automatizados
toman decisiones que pueden afectar directamente la vida de las personas
—ya sea en la concesién de crédito, oportunidades laborales o prestacién de
servicios publicos, es importante que los individuos tengan acceso a infor-
macién clara y precisa sobre cémo se toman estas decisiones.

En este contexto, el derecho a la informacién comprende tres niveles: el
derecho a informar, el derecho a ser informado y el derecho a recibir in-
formacion. El primero se refiere a la libertad de transmitir o comunicar
informacién y difundirla sin obstdculos. También puede asumir una forma
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positiva como derecho a informar, es decir, el derecho a acceder a los me-
dios para informar. El derecho a ser informado implica principalmente la
libertad de obtener informacién, buscar fuentes informativas y, en esencia,
el derecho a no ser impedido de acceder a la informacién. Finalmente, el
derecho a recibir informacién es la versién positiva del derecho a ser infor-
mado, y consiste en el derecho a ser adecuadamente y verazmente infor-
mado, principalmente por los medios de comunicacién y las autoridades

publicas (Canotilho & Moreira, 1993, p. 189).

La transparencia en los procesos de computacién cognitiva es relevante.
Las personas tienen derecho a saber cudndo estdn interactuando con un
sistema de IA y a comprender, al menos de forma general, c6mo funcionan
estas tecnologias, qué datos se utilizan y qué criterios gufan las decisiones
automatizadas. Este derecho a la informacién es fundamental para que las
personas ejerzan control sobre sus interacciones con la IA, impugnen de-
cisiones automatizadas injustas o discriminatorias y garanticen el respeto a
sus derechos fundamentales.

Ademds de establecer derechos bésicos y transversales para cualquier con-
texto de interaccién entre humanos y mdquinas —como el derecho a la
informacién y a la transparencia—, esta obligacién se intensifica cuando el
sistema de IA produce efectos juridicos significativos o impacta de forma
relevante a las personas. Asi, la carga regulatoria se calibra segin los riesgos
potenciales asociados al contexto de aplicacién de la tecnologia. Corres-
pondientemente, se establecieron medidas de gobernanza tanto generales
como especificas, alineadas simétricamente con los derechos, para sistemas
de IA de cualquier grado de riesgo y para aquellos categorizados como de
alto riesgo.

Asimismo, la aplicacién del derecho a la informacién en el contexto de la
IA también implica la necesidad de informar adecuadamente a las perso-
nas sobre la creacién de imdgenes y otros contenidos generados por siste-
mas automatizados. Cuando se utiliza la IA para crear representaciones de
personas, ya sean vivas o fallecidas, la transparencia sobre el origen de estas
imdgenes es importante para preservar la dignidad, la reputacién y los de-
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rechos legales de los involucrados. Declarar explicitamente que una imagen
fue creada por IA garantiza que el publico no sea engafiado, manteniendo
la transparencia y la confianza en los procesos digitales.

Por tanto, el derecho a la informacién en el entorno de la IA es una protec-
cién esencial que contribuye a la construccién de un entorno digital mds
justo, ético y respetuoso. Permite que los individuos no solo sean conscien-
tes de las tecnologias que les afectan, sino que también actien de forma
informada y consciente, protegiendo sus intereses y asegurando que la IA
basada en datos se utilice de manera responsable y en consonancia con los
principios fundamentales.

Este conjunto de reglas propuestas en el anteproyecto de reforma del
Cédigo Civil brasilefio de 2002 refleja la preocupacién por equilibrar el
avance tecnoldgico con la proteccién de los derechos fundamentales. La
regulacién de la IA se presenta como una necesidad para garantizar que el
desarrollo y la aplicacién de estas tecnologias se realicen de forma ética y
responsable, asegurando que los beneficios de la IA se distribuyan amplia-
mente, evitando al mismo tiempo riesgos significativos para los derechos y
la dignidad de las personas.

Otro aspecto adicional abordado es la interaccién entre los ciudadanos y
los sistemas de IA. El borrador reconoce que, a medida que la IA se in-
tegra cada vez mds en las actividades cotidianas, es esencial proteger los
derechos de quienes interactian con estas tecnologias. Asi, establece que
los individuos tienen derecho a ser informados sobre sus interacciones con
los sistemas de IA, especialmente cuando estas puedan impactar signifi-
cativamente sus derechos o intereses econémicos. Esto incluye el derecho
a la transparencia sobre cémo se toman las decisiones automatizadas y la
posibilidad de comprender los criterios que las gufan.

Este punto refleja una preocupacion creciente por la transparencia y la ren-
dicién de cuentas en el uso de la IA, asegurando que los usuarios no se vean

perjudicados por decisiones opacas o arbitrarias generadas por sistemas

automatizados.
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Otra drea importante abordada por el anteproyecto es la regulacién espe-
cifica del uso de la IA en sectores criticos. Se sugiere que en dmbitos que
afectan directamente derechos fundamentales e identidades personales,
el desarrollo y uso de la IA y la robética deben ser monitoreados por la
sociedad y estar sujetos a regulaciones especificas. Esto implica que en
sectores como la salud, la seguridad publica, la justicia y otros donde la IA
puede tener un impacto profundo en la vida de las personas, se requiere
una supervisién mds rigurosa y un conjunto mds detallado de normas.
Este enfoque garantiza que la IA se utilice éticamente, protegiendo los
derechos de las personas y previniendo abusos en escenarios donde las
consecuencias de decisiones automatizadas pueden ser particularmente
severas.

2.1. Responsabilidad civil y el principio
de reparacion integral del dafo. Una
sugerencia de seguro complementario

En su estado actual, la IA carece de autoconciencia, discernimiento entre
el bien y el mal, y no posee emociones, sentimientos, moralidad ni siquiera
sentido comun. En otras palabras, depende enteramente de la inteligencia
humana para operar, incluida la integracién de valores éticos. Las compu-
tadoras no tienen libre albedrio (Winston, 2018), (Barroso & Mello, 2024,
p- 22). Sin embargo, algunos experimentos han revelado la sorprendente
capacidad de aprendizaje de la IA, generando nuevas preocupaciones. Un
ejemplo notable es AlphaZero, un programa de IA desarrollado por Goo-
gle que derroté a Stockfish, que hasta entonces habia sido el programa de
ajedrez mds poderoso del mundo. A diferencia de programas anteriores,
AlphaZero no fue alimentado con jugadas preconcebidas por humanos. En
otras palabras, no dependié del conocimiento, la experiencia o las estrate-
gias humanas. Solo se le proporcionaron las reglas del juego. AlphaZero
se entrené jugando contra si mismo, desarrollando sus propias jugadas y
estrategias con su propia légica (Kissinger, Schmidt y Huttenlocher, 2021,
pp- 7-26), (Barroso & Mello, 2024, p. 22).
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Las reglas de responsabilidad civil tratan las consecuencias de un dafio
causado por una actividad que resulté ser perjudicial, independiente-
mente de si dicha actividad estaba permitida en principio o no. De este
modo, garantizan un equilibrio econémicamente eficiente entre intereses
en conflicto. Cuando no existe una prohibicién expresa y una actividad
estd permitida a pesar de implicar cierto grado de riesgo, las normas de
responsabilidad aseguran que los dafios resultantes sean debidamente in-
demnizados (Bertolini, 2014), (Palmerini & Bertolini, 2016), (Bertolini,
2020, p. 50).

La promesa de beneficios y oportunidades notables para la sociedad ha-
bilitada por el uso multiple de tecnologias digitales emergentes es una
realidad. A pesar de estas ventajas, el uso generalizado de sistemas cada
vez mds sofisticados y la combinacién de tecnologias en multiples sectores
econémicos y contextos sociales crea riesgos y puede provocar pérdidas.
Es necesaria la adecuacién de los regimenes juridicos de responsabilidad
vigentes para garantizar la reparacién completa de los dafios causados por
estas tecnologias. El objetivo principal del derecho de dafios es indemnizar
a las victimas por pérdidas que no deberian soportar por si solas, con base
en una evaluacién de todos los intereses involucrados. Sin embargo, solo
se indemnizan los dafios compensables, es decir, aquellos que afectan a un
conjunto limitado de intereses que un sistema juridico considera dignos
de proteccién (Informe del Grupo de Expertos sobre Responsabilidad y
Nuevas Tecnologias, 2019, p. 19-32).

La aplicacién de normas tradicionales de responsabilidad puede llevar a re-
sultados insatisfactorios porque, aunque en teoria la victima podria recibir
compensacion, el litigio seria excesivamente oneroso y costoso, dejandola
sin acceso efectivo a la justicia. Esto puede suceder si los requisitos de
responsabilidad que deberia probar la victima son completamente inade-
cuados para el riesgo que plantean las tecnologias digitales emergentes o
demasiado dificiles de establecer. Dejar a la victima sin indemnizacién o
con una indemnizacién insuficiente en tales casos puede ser indeseable, ya
que puede privarla efectivamente de la proteccién de sus derechos funda-
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mentales (Informe del Grupo de Expertos sobre Responsabilidad y Nue-
vas Tecnologias, 2019, p. 35).

Ademis, la responsabilidad civil subjetiva enfrenta dificultades pricticas en
el campo de la IA debido a la imprevisibilidad de las acciones de la miquina,
ya que esta caracteristica dificulta parametrizar comportamientos considera-
dos prudentes por el desarrollador. También es relevante la discusién sobre
el wenire contra factum proprium. Esto se debe a que el propio desarrollador
programa la IA para operar dentro de cierto rango de previsibilidad, lo que
vuelve cuestionable utilizar esta caracteristica para evitar la responsabilidad.
Después de todo, el riesgo, en teoria, serfa asumido en el momento en que
se decide crear y desplegar una maquina conocida por actuar de forma inde-
pendiente a su programacion inicial (Buarque, 2022, p. 128).

Por ello, el anteproyecto de ley aborda la responsabilidad civil en el con-
texto de la IA, que estd directamente vinculada al principio de reparacién
integral del dano. En este sentido, todo perjuicio causado a una persona
natural o juridica, ya sea por fallo del sistema de IA o por decisiones au-
tomatizadas, debe ser plenamente indemnizado. Esto implica que los de-
sarrolladores y operadores de sistemas de IA deben estar preparados para
asumir la responsabilidad por cualquier dafio derivado del uso de estas tec-
nologias, destacando la importancia de crear sistemas seguros y confiables.

Asi, el marco de seguridad del producto es esencial para garantizar que los
productos comercializados dentro de la unién sean seguros y se mantengan
seguros durante todo su ciclo de vida. La combinacién de directrices obli-
gatorias y especificaciones durante la fase de fabricacién y comercializacion,
junto con la previsién de sanciones administrativas por incumplimiento,
proporciona una solucién ex ante para la seguridad de los productos (Li-

mongelli & Bertolini, 2022, p. 42).

La cuarta disposicién del Capitulo VII relativa a la responsabilidad civil en
entornos de IA es esencial para establecer un marco legal que aborde las
complejidades de la atribucién de responsabilidad en un panorama digital
en rapida evolucién. El principio de reparacién integral del dafio refuerza
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el compromiso de garantizar que las victimas de perjuicios —ya sean perso-
nas fisicas o juridicas— reciban una restitucién completa por las pérdidas o
dafios sufridos debido al funcionamiento de los sistemas de TA.

Surgen preocupaciones significativas al intentar aplicar el marco legal exis-
tente a las tecnologias avanzadas emergentes. Algunas de estas preocupa-
ciones dependen de las caracteristicas generales de la legislacion vigente y
aplicable; otras, en cambio, son especificas de las tecnologias avanzadas. En
efecto, demostrar la existencia de un defecto y el nexo causal entre dicho
defecto y el dano sufrido requiere la obtencién de pruebas complejas y, por
tanto, costosas; esta preocupacion se ve exacerbada por la creciente sofis-
ticacién tecnoldgica propia de estas tecnologias (Limongelli & Bertolini,

2022, p. 44), (Pires & Silva, 2017, p. 45).

En el entorno legal tradicional, la responsabilidad civil suele ser directa,
ya que involucra acciones u omisiones humanas claras. Sin embargo, los
sistemas de IA, especialmente aquellos que operan de manera auténoma o
con escasa supervision humana, introducen nuevos desafios en la determi-
nacién de la culpa y la responsabilidad. La aplicacién del principio de repa-
racién integral en el entorno digital sefiala una adaptacion legal importante,
al reconocer que la IA puede causar dafios de forma distinta a las nociones
convencionales de error humano o negligencia.

Segin Limongelli & Bertolini (2022, p. 45), cuando se consideran tecnolo-
gias avanzadas, el aumento de la automatizacién conlleva una complejidad
material adicional, en la que la ejecucién de tareas que solian ser compe-
tencia exclusiva del usuario humano ahora se comparte entre humanos y
mdaquinas que operan sin supervisién directa. Esto, a su vez, provoca la su-
perposicién de distintos cuerpos normativos —también en lo que respecta
a la responsabilidad— que no fueron concebidos para coexistir, lo que lleva
a la multiplicacién de posibles responsables y, en consecuencia, a casos de
causalidad alternativa.

Este enfoque implica que los desarrolladores, operadores e incluso usuarios
de sistemas de IA podrian ser considerados responsables por los dafios
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causados por dichos sistemas. Por ejemplo, si un sistema de IA toma una
decisién que resulta en una pérdida financiera, un dafio fisico o cualquier
otro tipo de perjuicio, la entidad responsable del diseno, implementacién
o despliegue del sistema podria estar obligada a compensar plenamente
a la parte afectada. Esto es fundamental para mantener la confianza en
las tecnologias de IA y garantizar que su integracién en la sociedad no se
produzca a costa de los derechos y la seguridad de las personas o entidades.

Asimismo, esta disposicién refleja un consenso internacional creciente so-
bre la necesidad de que los marcos legales que rigen las redes neuronales
sean lo suficientemente sélidos como para abordar los riesgos especificos
asociados a estas tecnologias. Al responsabilizar a personas fisicas o juridi-
cas, la ley fomenta el desarrollo de sistemas de IA mds seguros y confiables.
También promueve una mayor diligencia en el despliegue y monitoreo de
estos sistemas, al saber las entidades que podrian soportar las consecuen-
cias legales y financieras de cualquier falla o mal funcionamiento.

La disposicién también toca las implicaciones éticas mds amplias del desa-
rrollo de la IA. A medida que los sistemas expertos se vuelven mds sofisti-
cados y capaces de tomar decisiones que antes eran exclusivas del dmbito
humano, la cuestién de la responsabilidad se vuelve mas apremiante. Este
principio legal asegura que la carga de la prueba no recaiga dnicamente so-
bre la victima, sino que las partes responsables —aquellas que se benefician
de las capacidades de la IA— sean quienes rindan cuentas por los resultados.

Ademds, este enfoque se alinea con el principio de precaucién en el derecho,
que aboga por anticipar y prevenir los dafios antes de que ocurran, espe-
cialmente en relacion con tecnologias que tienen un potencial de impacto
significativo. Al establecer un mecanismo claro de compensacién, la ley
busca mitigar los riesgos asociados con la IA, promoviendo la adopcién
de buenas pricticas en el disefio, implementacién y gobernanza de estos
sistemas.

Asi, la atribucién de responsabilidad civil a personas fisicas o juridicas en
el entorno digital, tal como lo establece el principio de reparacién integral
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del dafio, es un componente importante de un marco juridico moderno que
aborda los desafios que plantean las redes neuronales. Asegura que quie-
nes sufran perjuicios por sistemas de IA no queden sin recursos y que los
desarrolladores y operadores estén incentivados a priorizar la seguridad, la
transparencia y la rendicién de cuentas en sus actividades relacionadas con
la TA. Esta disposicién constituye un paso significativo hacia la creacién de
un entorno legal que equilibre los beneficios de la IA con la proteccién de
los derechos fundamentales y la prevencién de dafios.

La atribucién de responsabilidad civil se enfrenta, como regla general, a
la pérdida que normalmente recae sobre la propia victima (casum sentit
dominus o res perit domino), salvo que exista una razén convincente para
trasladarla a otra parte a la que pueda atribuirse la pérdida. Las razones
para asignar la pérdida a otra parte varian segun el tipo de responsabilidad
en cuestién. En la responsabilidad basada en la culpa, el punto central es
que la conducta objetable y evitable del autor del dafio causé el perjuicio,
lo que se traduce tanto en un argumento de justicia correctiva como en un
argumento sobre la necesidad de proporcionar los incentivos adecuados

para evitar el dafio (Informe del Grupo de Expertos sobre Responsabilidad
y Nuevas Tecnologias, 2019, p. 34-35).

Es importante destacar que la responsabilidad civil, en el contexto de la IA,
se desarrolla a partir del paradigma de la solidaridad social, la reparacién
integral del dafo yla clausula general de proteccion de la dignidad humana,
lo que elimina la presuncién de que los dafios derivados de esta actividad
constituyen meras externalidades no compensables. Se enfatiza la teoria
del “quien contamina paga”, segtn la cual toda persona que participe en
actividades que presenten riesgos y que, al mismo tiempo, sean lucrativas
y beneficiosas para la sociedad, debe compensar los dafios ocasionados por
los beneficios obtenidos. Se trata, por tanto, de atribuir a quienes se benefi-
cian de una determinada actividad la internalizacién de las cargas resultan-

tes de su explotacion (Pires & Silva, 2017, p. 19), (Buarque, 2022, p. 125).

Ademis, como sefiala Buarque (2022, pp. 114-116), una de las alternativas
para garantizar la indemnizacién de las victimas afectadas por los dafios
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resultantes del desarrollo de la IA es el régimen de seguro obligatorio, con
la idea de priorizar la proteccién de la victima sobre la reprensién del in-
fractor. Este es un mecanismo disenado para ofrecer garantias por parte de
quienes estin en mejor posicién para absorber los riesgos, de modo que los
agentes dentro de la cadena de la IA contribuyan segin su nivel de impli-
cacién técnica y econémica. De hecho, el régimen de seguro obligatorio
surgiria para garantizar que los dafos sufridos por una victima determina-
da sean efectivamente compensados, razén por la cual se argumenta que la
naturaleza ofensiva de la conducta de la mdquina debe tener menos peso al
verificar el deber de indemnizar.

No obstante, en lo que respecta al seguro, esta propuesta no resuelve todas
las cuestiones. Ello se debe a que las pélizas estin limitadas a un deter-
minado monto, que puede no cubrir completamente los dafios sufridos
por la victima, teniendo en cuenta que la extensién total del dafio ain es
desconocida. En este contexto, es fundamental entender el seguro como
una garantia adicional, que no excluye la posibilidad de una indemnizacién
complementaria. Se trata de un mecanismo destinado a distribuir el riesgo
inherente a determinadas operaciones y a proteger a las partes vulnerables,

con base en la solidaridad social (Buarque, 2022, pp. 119-120).

2.2. Algunas notas adicionales sobre
la responsabilidad civil

El articulo 927, pérrafo dnico, del Cédigo Civil de 2002, al establecer la
responsabilidad objetiva, no exige que la actividad sea intrinsecamente pe-
ligrosa, sino simplemente riesgosa. Asi, puede inferirse que la falta de co-
nocimiento pleno sobre la capacidad y el funcionamiento completo de la
maquina puede considerarse un elemento de peligro intrinseco asociado a
laTA. Esto invoca, a través del didlogo de fuentes juridicas, la aplicacién de
la teoria del riesgo, combinada con la cldusula general de indemnizacién
a la victima. Las relaciones establecidas entre los proveedores de IA y los
usuarios suelen regirse por la Ley brasilefia N.© 8.078, de 11 de septiembre
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de 1990 (Cédigo de Defensa del Consumidor), dada la alta probabilidad
de que se encuadren en las definiciones legales de proveedor y consumidor
final. Por lo tanto, es razonable considerar que el proveedor es responsable
por los defectos de la maquina y por los resultados adversos que no fueron
explicitamente previstos en el momento en que el producto o servicio fue
puesto en circulacién, con base en el riesgo inherente a la distribucién del
producto o servicio (Buarque, 2022, p. 169).

En caso de comportamiento extraordinario o de una conducta no adver-
tida previamente al consumidor, es razonable considerar que el proveedor
continda siendo responsable. Su responsabilidad, por tanto, va mas alld de
la identificacién de un defecto comin o condicién defectuosa, para abarcar
situaciones extraordinarias en la actividad comercializada, basindose en la
teoria del riesgo mediante un didlogo de fuentes legales. Esto equivaldria a
considerar una actividad inusual como un defecto, en virtud del riesgo in-
herente al funcionamiento del sistema. En el caso de un comportamiento
ordinario de la maquina, es decir, cuando el dafio no resulta de una con-
ducta inesperada de la mdquina, destaca la responsabilidad del propietario
del objeto, ya que este posee deberes razonables de supervision y custodia
para garantizar la seguridad esperada en la interaccién entre el sistema
y el entorno social. Segun la legislacion brasilefa, la responsabilidad por
el accionar de las cosas también es objetiva y, por lo tanto, no requiere la
verificacién de culpa, lo que facilita el camino de la victima hacia la indem-

nizacién (Buarque, 2022, p. 169).

La responsabilidad civil en el contexto de la IA se desarrolla a partir del
paradigma de la solidaridad social, la reparacién integral de los dafios y la
cldusula general de proteccién de la dignidad humana. Este marco rechaza
la presuncién de que las pérdidas derivadas de actividades relacionadas con
la IA son meras externalidades no compensables, y en su lugar establece pa-
radigmas de dafio injusto, atenuando la nocién de causalidad como certeza
inexorable en favor de un estindar basado en la mayor probabilidad. Esta
evolucién transforma la interpretacién de categorias tradicionales como la
causalidad y la culpa, creando espacio para consideraciones relacionadas
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con el dafio injusto y los riesgos inherentes a la actividad. Estos desarro-
llos estdn en consonancia con las complejidades de la vida contemporénea,
reflejando un enfoque juridico mas matizado y adaptable (Buarque, 2022,

pp- 170-171).

2.3.La Evolucion de la Responsabilidad Civil por
la IA entre el PL 2338/2023 y el PL 4/2025

En el panorama legislativo brasilefio contemporineo, la evolucién de la
responsabilidad civil por IA puede observarse a partir de la comparacién
entre el Proyecto de Ley n.© 2338/2023 y el Proyecto de Ley n.c 4/2025,
elaborado como parte de la propuesta de reforma al Cédigo Civil. Ambos
textos buscan establecer mecanismos juridicos para afrontar los riesgos y
dafios derivados de los sistemas de IA, pero adoptan enfoques notable-
mente distintos en cuanto a la densidad normativa, precisién técnica y la
eficacia en la proteccién de derechos fundamentales.

El PL n.° 2338/2023 menciona la responsabilidad civil Gnicamente de
manera indirecta y genérica. En su articulo 6.9, inciso IV, reconoce como
derecho de las personas “la reparacién integral de los dafios, conforme a la
legislacién aplicable”. Sin embargo, esta previsién no va acompanada de
un régimen juridico propio ni define criterios técnicos o subjetivos para
atribuir responsabilidad. El proyecto tampoco diferencia entre sujetos res-
ponsables (desarrolladores, operadores, usuarios), ni define si la responsa-
bilidad sera objetiva, solidaria, subsidiaria, o condicionada por el incumpli-
miento de deberes especificos.

Por su parte, el PL n.° 4/2025 introduce en su articulo 4.°, inciso IV, del
Capitulo VII del Libro VI —dedicado al Derecho Civil Digital— una dis-
posicién clara sobre responsabilidad civil en el contexto algoritmico, al
prever “la atribucién de responsabilidad civil, con base en el principio de
reparacién integral del dafo, a una persona natural o juridica”. Esta formu-
lacién, a diferencia del PL n.°© 2338/2023, parte del reconocimiento de que

63



64

INTELIGENCIA ARTIFICIAL OMNIPRESENCIA, NUEVAS TENDENCIAS E INTERDISCIPLINARIEDAD
JORGE ISAAC TORRES MANRIQUE | DIRECTOR

las personas fisicas o juridicas que desarrollan, ponen en circulacién o se
benefician de sistemas de IA deben asumir la responsabilidad por los efec-
tos nocivos derivados de su funcionamiento, incluso cuando dichos efectos
no sean previsibles ni intencionales.

La propuesta del PL n.° 4/2025 ademas se articula con el articulo 5.°, que
consagra un derecho sustantivo a la informacién para las personas que in-
teractiian con sistemas de IA. Segun este dispositivo, las personas tienen
derecho a conocer no solo si estdn interactuando con un sistema automa-
tizado, sino también el modelo general de funcionamiento del sistema y
los criterios utilizados en decisiones automatizadas, cuando estas afecten
derechos o intereses econémicos significativos . Esta previsién fortalece el
acceso a la justicia y viabiliza la prueba del nexo causal, incluso en casos de
decisiones opacas o dificiles de rastrear.

A diferencia del enfoque programitico del PL n.c 2338/2023, que remite
la cuestion a la legislacién vigente, el PL n.° 4/2025 propone un nuevo
estindar normativo, fundado en la nocién de responsabilidad objetiva y en
el principio de reparacién integral. Ademds, permite una interpretacién
sistemdtica que articula la responsabilidad civil con los deberes de diligen-
cia, transparencia y supervisién humana sobre los sistemas automatizados,
promoviendo una cultura juridica preventiva y orientada a la proteccién del
usuario frente a riesgos tecnolégicos.

Otro punto distintivo importante del PL n.° 4/2025 es que su formulacién
abarca tanto dafos causados por defectos técnicos como aquellos resultantes
de decisiones automatizadas que produzcan efectos juridicos adversos, sin
necesidad de comprobar dolo o culpa. Esta estructura se asemeja a la légica
del Cédigo de Defensa del Consumidor, lo que refuerza la aplicabilidad de la
teoria del riesgo y de la inversién de la carga probatoria cuando el proveedor
se encuentra en mejor posicién técnica para esclarecer los hechos.

La omisién del PL n.° 2338/2023 en establecer obligaciones concretas de
responsabilidad contrasta con el enfoque mdis completo del PL n.° 4/2025,
que responde a los estindares actuales de gobernanza algoritmica, como
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los recomendados por la Comisién Europea en su “Informe del Grupo de
Expertos sobre Responsabilidad y Nuevas Tecnologias”. En dicho informe
se sugiere que los marcos regulatorios para tecnologias emergentes deben
prever mecanismos de reparacién eficaces, principios de precaucién y po-
sibles esquemas de seguro obligatorio, aspectos que, si bien no se detallan
expresamente en el PL n.° 4/2025, encuentran respaldo en su formulacién
abierta y adaptativa.

En sintesis, mientras el PL n.° 2338/2023 representa un paso inicial que
reconoce el derecho a la reparacién sin articular mecanismos normativos
especificos, el PL n.° 4/2025 introduce una base juridica concreta para la
responsabilidad civil en contextos de IA. Este dltimo parte del principio
de reparacién integral, de la atribucién objetiva del deber de indemnizar a
personas fisicas o juridicas responsables, y del fortalecimiento del derecho
a la informacién como presupuesto indispensable para el acceso a la jus-
ticia. La comparacién entre ambos textos revela, por tanto, una evolucién
normativa significativa hacia un Derecho Civil Digital capaz de enfrentar
los desatios del mundo algoritmico con eficacia, previsibilidad y proteccién
reforzada de los derechos fundamentales.

2.4.Criticas y Propuestas Normativas
sobre la Responsabilidad Civil en los
Proyectos de Ley Brasilenos sobre |A

El anilisis critico de los Proyectos de Ley n.© 2338/2023 y n.° 4/2025, que
abordan la regulacién de la IA en Brasil, permite identificar avances signi-
ficativos, pero también importantes vacios en lo que respecta al régimen de
responsabilidad civil. En este sentido, se presentan observaciones criticas
constructivas y sugerencias normativas con miras al perfeccionamiento de
estos textos legislativos.

La construccién legislativa de la responsabilidad civil aplicable a la IA en
Brasil ha avanzado por caminos normativos distintos, aunque comple-

65



66

INTELIGENCIA ARTIFICIAL OMNIPRESENCIA, NUEVAS TENDENCIAS E INTERDISCIPLINARIEDAD
JORGE ISAAC TORRES MANRIQUE | DIRECTOR

mentarios, a partir de la tramitacién del Proyecto de Ley n.c 2338/2023,
que propone un marco legal general para la IA, y del Proyecto de Ley n.©
4/2025, elaborado por la Comision de Juristas destinada a revisar el Cédi-
go Civil brasilefio de 2002. La lectura integrada de ambos textos permite
evidenciar progresos importantes, aunque también limitaciones estructu-
rales que necesitan ser enfrentadas para garantizar una tutela efectiva de los
derechos fundamentales en entornos algoritmicos.

El PL n.c 2338/2023 adopta una estructura predominantemente princi-
pista. En su articulo 6.°, inciso IV, reconoce como derecho fundamental
la “reparacién integral de los dafios, conforme a la legislacién aplicable”.
Sin embargo, la norma no establece un régimen juridico especifico de res-
ponsabilidad civil. No diferencia entre los distintos agentes que actian en
el ciclo de vida de los sistemas de IA —como desarrolladores, proveedores,
operadores o usuarios—, ni determina si la responsabilidad serd subjetiva
o objetiva. Tampoco incluye mecanismos como la inversién de la carga de
la prueba, ni prevé criterios para la solidaridad entre los responsables. En
consecuencia, remite automdticamente a normas generales del Cédigo Ci-
vil ( Ley n.° 10. 406, de 10 de enero de 2002) y del Cédigo de Defensa del
Consumidor (Ley n.° 8.078, de 11 de septiembre de 1990), que no fueron
concebidas para responder a la complejidad de los entornos automatizados
ni a los desafios de la opacidad algoritmica.

Frente a ello, el n.° PL 4/2025 presenta una estructura mds técnica y detalla-
da. En su articulo 4.°, inciso IV, afirma la “atribucién de responsabilidad civil,
con base en el principio de reparacién integral del dafio, a una persona natu-
ral o juridica”en el contexto del Derecho Civil Digital. Ademis, el articulo 5.°
consagra el derecho a la informacién sobre la interaccién con sistemas de IA,
incluyendo los criterios utilizados en decisiones automatizadas que afectan
el ejercicio de derechos o intereses econémicos relevantes. Esta articulacién
normativa fortalece el deber de transparencia, facilitando la reconstruccién del
nexo causal y, en consecuencia, la identificacion de la imputabilidad del dafio.

No obstante, aun con esta evolucion, el texto del PL n.° 4/2025 no define
con precisién si la responsabilidad serd objetiva o subjetiva, ni establece
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criterios claros sobre la distribucién de responsabilidades entre multiples
agentes. Tampoco contempla la exigencia de seguros obligatorios o meca-
nismos preventivos ex ante, como las evaluaciones de impacto algoritmico,
que ya han sido sugeridas por organismos internacionales como la Comi-
sién Europea. Asimismo, ninguno de los dos proyectos articula de forma
expresa sus disposiciones con el principio de la dignidad de la persona
humana, ni con los derechos fundamentales a la informacidn, a la igualdad
y a la autodeterminacién informativa.

Desde una perspectiva normativa, resulta recomendable que ambos proyec-
tos avancen en la consolidacién de un microsistema de responsabilidad civil
especifico para entornos digitales, incorporando: la responsabilidad objetiva
basada en el riesgo de la actividad; la solidaridad entre agentes de la cadena
de desarrollo, provisién y operacién de IA; mecanismos de inversién de la
carga probatoria en beneficio de la victima; la obligatoriedad de seguros para
tecnologias de riesgo elevado; y la incorporacién del principio de precaucion,
que permita anticipar y mitigar dafos antes de su materializacién.

Ademds, es imprescindible reforzar la funcién de la responsabilidad civil
como instrumento de proteccién de los derechos fundamentales, mds alld
de la mera reparacién patrimonial. El dafio causado por decisiones auto-
matizadas opacas, especialmente en sectores como salud, justicia, crédito
o seguridad publica, exige una respuesta legal proporcional, ética y eficaz.
Para ello, se requiere una arquitectura juridica que combine prevencién,
reparacién integral y garantias procesales efectivas.

De lo anterior se desprende que existe una necesidad concreta de armoni-
zacién normativa entre el PL n.° 2338/2023 y el PL n.° 4/2025, aprove-
chando las fortalezas de este Gltimo en términos de densidad técnica, pero
ampliando su alcance para contemplar una regulacién mds robusta y orien-
tada a la tutela de las personas. La eficacia de la responsabilidad civil en el
contexto de la IA dependerd, en ultima instancia, de que el legislador bra-
silefo supere la enunciacién abstracta de principios y construya un marco
juridico sélido, capaz de conjugar innovacién tecnolégica con la proteccién
de la dignidad humana y los derechos fundamentales.
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3. A MODO DE CONCLUSION

El anteproyecto de ley para revisar y actualizar el Cédigo Civil de 2002
representa un paso significativo hacia el establecimiento de un marco ju-
ridico integral que aborde los desafios y oportunidades presentados por el
desarrollo e integracién de la IA en la sociedad brasilefia. Las regulaciones
propuestas demuestran un compromiso con la alineacién del avance de las
tecnologias de IA con la proteccién de los derechos fundamentales, desta-
cando el equilibrio esencial entre el progreso tecnolégico y las considera-
ciones éticas.

Uno de los principales aportes del anteproyecto es el énfasis en la trans-
parencia, la rendicién de cuentas y el derecho a la informacién, particular-
mente en el ambito de las interacciones con sistemas de IA. Este enfoque
refleja un reconocimiento creciente de la necesidad de que los individuos
comprendan y tengan control sobre las decisiones tomadas por sistemas de
IA que pueden afectar sus vidas y derechos. Al garantizar que los sistemas
de IA operen con un alto grado de explicabilidad, y que las personas estén
adecuadamente informadas sobre los criterios y datos utilizados en los pro-
cesos de toma de decisiones automatizadas, el proyecto busca fomentar la
confianza en el uso de estas tecnologias.

El anteproyecto también aborda las complejidades de la responsabilidad
civil en la era digital, abogando por el principio de reparacién integral de
los dafios ocasionados por los sistemas de IA. Esta disposicién legal no
solo refuerza el compromiso con la proteccién de las personas y entida-
des frente a los dafios potenciales de la IA, sino que también incentiva a
los desarrolladores y operadores a priorizar la seguridad y confiabilidad de
sus sistemas. Se alinea con el principio de precaucién, alentando medidas
proactivas para mitigar riesgos y prevenir dafios.

Todos los esfuerzos regulatorios en el &mbito de la responsabilidad civil de-
ben priorizar la internalizacion de costos por parte de quienes i) desarrollan
y ii) utilizan la tecnologia en cuestién. Esto implica centrarse en el cardcter
compensatorio de las normas de responsabilidad, mas que en la evaluacién
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exacta de la culpa o responsabilidad. A su vez, esto implica favorecer un
enfoque en el cual la parte responsable sea claramente identificada ex ane,
mediante la imposicién de una responsabilidad objetiva sobre dicha parte,
minimizando o eliminando la necesidad de evaluar especificamente la exis-
tencia de un nexo causal. La distribucién de costos a lo largo de toda la ca-
dena de valor se aborda mejor a través de litigios secundarios, una vez que
la victima ha sido indemnizada (Limongelli & Bertolini, 2022, pp. 48-49).

Asimismo, el anteproyecto reconoce la importancia de las consideraciones
éticas en el uso de la IA Basada en Datos, en particular en lo que respecta a
la creacién de representaciones digitales y al tratamiento de datos persona-
les. Al establecer directrices y requerir consentimiento explicito para el uso
de imdgenes y otros contenidos generados por IA, el anteproyecto inicial
busca proteger la dignidad, la reputacién y el legado de las personas, tanto
vivas como fallecidas.

El anteproyecto de ley para revisar y actualizar el Cédigo Civil de 2002
presenta un enfoque prospectivo hacia la regulacién de la IA, uno que bus-
ca aprovechar los beneficios de los Sistemas de Aprendizaje Automatizado
al tiempo que salvaguarda los derechos fundamentales y la dignidad de las
personas. Representa un paso hacia la construccién de un marco juridico
que apoye la innovacién y el avance tecnolégico de manera ética, respon-
sable y alineada con los valores de una sociedad justa y equitativa. A me-
dida que la IA continda evolucionando e impregnando diversos aspectos
de la vida, tales marcos regulatorios desempefardn un papel crucial para
garantizar que estas tecnologias contribuyan positivamente a la sociedad,
minimizando al mismo tiempo los riesgos y los dafios.

Ademds, el anteproyecto reconoce la importancia de la evaluacién continua

y la adaptacién de los marcos juridicos frente al rapido desarrollo de las tec-
nologias de IA. Este enfoque adaptativo garantiza que la legislacién civil se

mantenga pertinente y eficaz para afrontar nuevos desatios y oportunida-
des que puedan surgir. Al establecer mecanismos para la revisién periédica

y actualizacién de las disposiciones legales, el anteproyecto ofrece un marco

dindmico capaz de evolucionar junto con los avances tecnolégicos.
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También resalta el papel de la colaboracién multidisciplinaria en el desarro-
llo e implementacién de regulaciones sobre IA. Al involucrar expertos de
diversas dreas, como la tecnologia, el derecho, la ética y las ciencias sociales,
el anteproyecto busca asegurar que el marco normativo esté informado
por perspectivas y conocimientos diversos. Este enfoque colaborativo es
esencial para abordar los complejos y multifacéticos desafios asociados a
la Automatizacién Inteligente, incluidos aquellos relacionados con sesgos,
discriminacién y el uso ético de la tecnologia.

El anteproyecto también reconoce la dimensién global de la regulacién
de tecnologias inteligentes y la importancia de la cooperacién internacio-
nal para abordar los desafios transfronterizos. Al alinearse con estindares
internacionales y fomentar el didlogo y la colaboracién con otros paises,
el proyecto busca contribuir al desarrollo de un marco global coherente
y armonizado para la gobernanza de la IA. Este enfoque es crucial para
enfrentar la naturaleza transnacional de las tecnologias de IA y garantizar
que los beneficios y riesgos de la IA sean compartidos y gestionados de
manera equitativa a través de las fronteras.

Como complemento, la propuesta subraya la necesidad de concienciacién
publica y educacién sobre las tecnologias de IA y sus implicaciones. Al
promover una mayor comprensién y participacién del publico general en
relacién con la IA, el borrador del anteproyecto busca empoderar a las
personas para tomar decisiones informadas y participar activamente en los
debates sobre las cuestiones relacionadas con la IA. Este énfasis en la edu-
cacién y la concienciacién es fundamental para fomentar una cultura de
uso responsable y ético de los Sistemas de Aprendizaje Automatizado.

El anteproyecto enfatiza también la importancia de proteger a los gru-
pos vulnerables y de asegurar que las tecnologias de IA se desarrollen y
utilicen de manera inclusiva y equitativa. Al abordar cuestiones de acce-
sibilidad, discriminacién y justicia social, busca garantizar que los bene-
ficios de la TA se distribuyan de forma justa y que ningln grupo se vea
desproporcionadamente afectado por los riesgos y desafios asociados con
estas tecnologias.
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Por dltimo, la responsabilidad civil, en el contexto de la IA, se desarrolla
a partir del paradigma de la solidaridad social, la reparacién integral del
dafio y la cldusula general de proteccién de la dignidad humana. Esto des-
carta la presuncién de que un dano derivado de dicha actividad constituye
una mera externalidad no compensable, estableciendo paradigmas de dafio
injusto y mitigacién del nexo causal en favor de la idea de mayor probabi-
lidad. Asi, la interpretacién de las categorias cldsicas de causalidad y culpa
evoluciona, permitiendo consideraciones sobre el dafio injusto y el riesgo
inherente a la actividad (Buarque, 2022, pp. 170-171).

El tratamiento legislativo de la IA en Brasil ain carece de una visién ho-
listica que sitde los derechos fundamentales como eje estructurante de la
responsabilidad civil. Ms alla de la reparacién patrimonial, es indispensa-
ble que la legislacién incorpore de manera explicita el deber de proteger la
dignidad humana frente a los dafios derivados de decisiones automatizadas.
Esto requiere una arquitectura juridica que reconozca los limites del para-
digma tradicional de la culpa y dé paso a principios como el de precaucién,
solidaridad y transparencia, especialmente en sistemas opacos e impredeci-
bles. La IA no debe ser vista como una mera herramienta tecnolégica, sino
como un fenémeno sociojuridico que demanda un régimen de responsabi-
lidad basado en garantias, no solo en consecuencias.

Los Proyectos de Ley n.° 2338/2023 y n.© 4/2025 revelan avances comple-
mentarios, pero su eficacia normativa dependerd de una articulacién sisté-
mica y coherente. Mientras uno se orienta por principios generales y otro
se adentra en aspectos técnicos, ambos carecen de dispositivos integrados
que armonicen los deberes de los agentes involucrados con los derechos
de las personas afectadas. Una ley eficaz no solo prevé consecuencias, sino
que estructura prevenciones. Asi, la consolidacién de un microsistema de
responsabilidad civil para la TA exige no solo precisién conceptual, sino
también una conexién orgdnica entre el disefio normativo, las garantias
judiciales y los mecanismos de reparacion efectiva. De lo contrario, la tutela
de los derechos fundamentales quedard a merced de una fragmentacién
normativa que favorece la impunidad algoritmica.
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